Model-driven neuromodulation of the right posterior region promotes encoding of long-term memories
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Abstract

Background: Long-term recognition memory depends both on initial encoding and on subsequent recognition processes.

Objective: In this study we aimed at improving long-term memory by modulating posterior parietal brain activity during the encoding process. If this area is causally involved in memory encoding, its facilitation should lead to behavioral improvement. Based on the dual-process memory framework, we also expected that the neuromodulation would dissociate subsequent familiarity-based and recollection-based recognition.

Methods: We investigated the role of the posterior parietal brain oscillations in facial memory formation in three separate experiments using electroencephalography (EEG), functional magnetic resonance imaging (fMRI), and model-driven, multi-electrode transcranial alternating current stimulation (tACS).

Results: Using fMRI and EEG, we confirmed that the right posterior parietal cortex is an essential node that promotes the encoding of long-term memories. We found that single-trial low theta power in this region predicts subsequent long-term recognition. On this basis, we fine-tuned the spatial and frequency settings of tACS during memory encoding. Model-driven tACS over the right posterior brain area augmented subsequent long-term recognition memory and particularly the familiarity of the observed stimuli. The recollection process, and short-term task performance as control remained unchanged. Control stimulation over the left hemisphere had no behavioral effect.

Conclusion: We conclude that the right posterior brain area is crucial in long-term memory encoding.
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Introduction

The success and the strength of memory depend on the perpetually changing neural activity from memory encoding to recognition of the encountered stimulus. This neural activity often occurs as oscillations in the theta frequency band. Theta oscillations dominate hippocampal activity, the hub of memory consolidation [1,2], and play a role in the hippocampal-neocortical interactions [3–5] as well as in the neocortical networks [6–8]. It has been suggested that this rhythm reflects local fluctuations of neural state between potentiation and depression [9,10]. Theta rhythm provides temporal organization for memory engrams [11–14], coordinates anatomically distributed nodes of the memory network [15,16], and "glues" associative memories [17,18]. While the mnemonic role of medial-temporal theta oscillations is well established, their function in the parietal lobe remains a matter of debate. On one hand, some studies suggest parietal involvement only during recognition [reviewed by 19,20], whereas other studies indicate its crucial engagement already during encoding [cf. 21–23].

After memory encoding, the active process of remembering results in different intensities of conscious experience. A memory engram can be retrieved with or without fine episodic details that are described by the terms recollection and familiarity, respectively [24–26]. The dual-process memory framework describes recollection as an all-or-nothing process, while familiarity is a distinct continuous process that can recover partial details [27,28]. Neuro-anatomical studies indicate that hippocampal and cortico-hippocampal network activities drive recollection, whereas familiarity involves the hippocampus to a lesser degree and engages the distributed neocortical network [29–31].
Here, we investigated the role of brain oscillations in memory formation using model-driven, multi-electrode transcranial alternating current stimulation (tACS). It is hypothesized that the application of oscillatory electrical currents can amplify corresponding brain oscillations or rhythms [32,33]. Since brain rhythms play a vital organizational part in neural communications [15,34], tACS enables the investigation of causal links between neural activity and behavior [35]. This is particularly promising for memory research where many phenomena exhibit distinct oscillatory signatures [36].

Recent invasive electrophysiological studies of tACS mechanisms in animals highlight the importance of the brain state and adequate dose calculation for a successful intervention [37–42]. Whereas low intensity stimulation (<0.1 V m⁻¹) [40] or stimulation under anesthesia induce no immediate electrophysiological effects [37,38], higher intensity stimulation (>0.3 V m⁻¹) in awake primates has been shown to reliably modulate ongoing spike timing of single neurons in a frequency-specific manner [39,41]. Therefore, we employed computational modeling to ensure localized stimulation with a sufficient electric field in the parietal brain area of interest (>0.4 V m⁻¹), and we compared target stimulation with placebo and active control conditions. The latter included the stimulation over an area of no interest as a control for anatomical specificity and possible confounders due to activation of the peripheral nervous system [38].

Even at higher doses, it is essential to adjust the stimulation parameters to the brain activity of interest to increase the specificity and effectiveness of tACS [35,43]. In this study, we aimed to establish the generalized profile of memory encoding activity and stimulation settings that represent the common denominator to interact with it. Thus, we fine-tuned the spatial and frequency parameters of tACS using group-level functional neuroimaging and electrophysiological recordings that characterized our memory task [5,35]; and we conducted the imaging, electrophysiological and brain stimulation studies in separate groups of participants with the ambition to better generalize our findings to the population-level.

Our imaging data confirmed that the parietal cortex shows activity during memory encoding in the low theta band. We hypothesized that stimulation with low theta rhythm inducing subsequent behavioral changes would support one of two competing models. In the “attention-to-memory” model [19,20], tACS over the parietal cortex during memory encoding will not impact memory formation because this area is only active during recognition. According to the “reinstatement hypothesis” [21–23], model-driven tACS will boost memory encoding and subsequent recognition because the parietal cortex is already involved in the encoding. Further, we expected that model-driven tACS would dissociate subsequent familiarity-based and recollection-based recognition, if these processes are partially independent as postulated by the dual-process memory framework.

In the present study we found that model-driven tACS during memory encoding augmented subsequent memory performance. Specifically, we observed that the memory boost was due to the increase in familiarity but not in recollection processes. Thus, our findings confirm and extend previous correlative evidence by showing that the right posterior parietal brain region including the parietal cortex is a prime node for encoding long-term memories, particularly supporting subsequent familiarity process. We also demonstrated the feasibility of our strategy of applying model-driven tACS to augment long-term memory. This has implications for both memory research and clinical treatment [44].

Methods

Participants. Sixty-five healthy, adult volunteers participated in this study: 20 volunteers in the EEG experiment (12 female, 18 right-handed, 19–29 years old, 9–23 years of education), 20 volunteers in the fMRI experiment (12 female, 20 right-handed, 18–32 years old, 12–25 years of education), and 25 volunteers in the brain stimulation experiment (13 female, 21 right-handed, 18–28 years old, 13–20 years of education). All participants gave their written informed consent prior to the study, had a normal or corrected-to-normal vision, and underwent basic health screening in which they reported no symptoms or history of traumatic brain injury, substance abuse, chronic neurological, psychiatric, or cardiovascular disorders. All experiments were conducted in accordance with the Declaration of Helsinki, and regulations of the Ethics Committee of the University Medical Center Göttingen, Germany.

Experimental Design. The present investigation encompassed two neuroimaging studies with different modalities (EEG and fMRI), and one brain stimulation study that was based on the neuroimaging findings. All volunteers were familiarized with the task and laboratory environment before the first session, and each participant took part in only one study.

The EEG and fMRI investigations consisted of one initial visit and one experimental session. In the EEG study, the data was recorded in the psychophysiological laboratory, where the volunteer performed the entire task. In the fMRI study, the encoding task block was conducted in the scanner, while long-term recognition was tested outside the scanner in the psychophysiological laboratory.

The brain stimulation study was designed as a double-blinded, placebo-controlled, randomized, counterbalanced crossover experiment with the model-driven parameters derived from the neuroimaging experiments. In addition to the training during the initial visit, all volunteers attended three sessions with the following conditions in a counterbalanced, pseudorandomized order: target stimulation, active control, and placebo control (i.e., sham stimulation). There was a between-session interval of at least 72 h to minimize carry-over effects.

Behavioral Paradigm. Our item base consisted of 918 color photographs of adult human faces (558 female, 360 male) from the online photo gallery of frontal portraits with neutral facial expression (Humanae Project by Angelica Dass, www.angelicadass.com).

Before beginning the experiments, the participants received written and verbal instructions. On a separate day before the experiment, they performed a short familiarization session with 22 stimuli to ensure that they had correctly understood the instructions and were able to operate the computer program. The presentation of the visual stimuli was performed by the PsychoPy [45].

The behavioral paradigm consisted of two tasks that were separated by a delay period of 20 min. In the encoding and short-term memory recognition task, the participants first had to memorize a series of 4, 5 or 6 unfamiliar face–monetary value pairs that had been randomly selected from a total of 90 pairs. We used 45 female and 45 male faces, and each series included only female or male faces. The monetary value is either a negative (range from −150 to −10) or positive (range from 10 to 150) value. It is displayed with the corresponding sign (−/+), directly below each facial stimulus (Arial, 25 pt) and aligned with the center. Each stimulus pair was displayed for 3s followed by the fixation cross for 0.5s. Following a maintenance period of 10s, the participants viewed the same series of faces presented with one correct and one incorrect monetary value. The incorrect monetary value was automatically calculated by randomly adding or extracting values in a range of 5–9 from the correct value. This procedure ensured that
the incorrect value never changed its sign. Both monetary values were displayed directly below each facial stimulus (Arial, 25 pt) and aligned left and right. The presentation order of the stimuli in the short-term recognition phase was randomized. The task of the participants was to choose the correct monetary value for each face in a two-alternative forced choice task. The stimuli were displayed for 3 s, during which the participants had to give their answers. Correct answers were counterbalanced between the “left” and “right” decisions. There was no feedback to the volunteer regarding the correctness of their answer. The next stimulus pair was presented after the fixation cross (0.5 s). The next series was displayed after a delay interval of 12–16 s.

Following a delay period of 20 min after the end of encoding and short-term memory recognition task, the participants performed the long-term memory recognition task. Here, they viewed a total of 180 unfamiliar faces (90 female and 90 male); half of which had already been shown during the encoding task. The participants used a six-point Likert scale in an old-new recognition paradigm to indicate whether they had already seen the face (i.e., it is old) or not (i.e., it is new), as well as their level of confidence (definitely > probably > maybe). The answers thus formed six categories: “definitely old,” “probably old,” “maybe old,” “maybe new,” “probably new,” and “definitely new.” The stimulus was presented until a response was obtained.

**EEG Acquisition.** EEG data were recorded using a 128-channel amplifier (actiChamp, BrainVision) with active electrodes (actiCAP, BrainVision), which were attached according to the international 10-05 electrode placement system. All recordings were referenced to the FCz channel. The sampling rate was set to 2 kHz at an analog-digital precision of 24 bits. The impedance was kept below 20 kOhm, and no hardware filters were applied. The EEG amplifier received synchronization triggers from the psychophysical computer via a TTL parallel connection, which was controlled by the PsychoPy software [45].

**MRI Acquisition.** MRI data was recorded with a Magnetom Tim Trio 3 T Scanner (Siemens®) using a 32-channel phased-array head coil. T1-weighted whole brain anatomical scans were acquired with the 3D turbo fast low angle shot sequence (repetition time: 2250 ms, echo time: 3.26 ms, inversion time: 900 ms, flip angle: 9 deg, isotropic resolution: 1 mm³). T2*-weighted whole-brain functional scans were obtained with the 2D multiband gradient-echo planar sequence (39 slices per volume, repetition time: 900 ms, echo time: 30 ms, flip angle: 50 deg, in-plane resolution: 3 mm², between-slice gap: 10%, multiband acceleration factor: 3, phase coding: anterior > posterior). In addition, short T2*-weighted series were recorded using the same parameters, but with inverse phase coding (posterior > anterior). The memory task was presented to the volunteers in the scanner using a projector and a system of mirrors.

For the purpose of brain stimulation modelling, six scans were acquired, including four anatomical images: two T1-weighted whole brain anatomical scans were acquired with the 3D turbo fast low angle shot sequence, repetition time: 2250 ms, echo time: 3.26 ms, inversion time: 900 ms, flip angle: 9 deg, isotropic resolution: 1 mm³; and two T2-weighted whole brain anatomical scans with and without fat suppression (3D turbo spin echo, repetition time: 3500 ms, echo time: 282 ms, flip angle: variable, parallel acquisition technique factor: 2, isotropic resolution: 1 mm³). Whole brain diffusion tensor images (75 slices, resolution: 1.7 mm³, repetition time: 10000 ms, echo time: 88 ms, GRAPPA acceleration factor: 2, 6/8 phase partial Fourier) with 64 diffusion directions and a b-value of 1000 S mm⁻² were collected for estimation of tissue anisotropy. Gradient echo field map sequences (75 slices, resolution: 1.7 mm³, repetition time: 890 ms, echo time one: 4.92 ms, echo time two: 7.38 ms, flip angle: 70 deg) were recorded and used for DTI distortion correction.

**Model-Driven Brain Stimulation.** A multi-channel stimulator (StarStim®, Neuroelectronics) with five round, rubber electrodes (r = 1 cm) and Ten20 conductive paste was used in all sessions. Transcranial alternating current stimulation (3 mA peak-to-peak, i.e. 1.5 mA peak-to-zero) was delivered during the learning task block (±20 min, including ramp-up and ramp-down periods of 10 s) using focal 4x1 montage, warranting homogenous current flow [46]. The placebo stimulation was delivered according to the fade-in/fade-out blinding protocol for 10 s at the beginning and end of the learning task block. The impedance for all electrodes was kept below 10 kOhm.

The stimulation frequency was derived from the results of the EEG experiment and set to 4 Hz. The desired spatial boundaries of the electric field in the brain were defined from the intersection of EEG and fMRI data, and established using the SimNIBS2 modeling framework [47]. The head model of a representative volunteer was generated from the anatomical MRI scans with the routine ‘mri2-mesh’ that engaged the FreeSurfer and FSL functions. Brain tissues anisotropy was estimated from the field map-corrected diffusion tensor images according to the volume-normalized approach. The realistic anisotropic finite element model was comprised of ca. 3 million tetrahedral elements and included five compartments: scalp (σ = 0.25 S m⁻¹), skull (σ = 0.01 S m⁻¹), cerebrospinal fluid (σ = 1.79 S m⁻¹), grey matter (τ̄_mean = 0.276 S m⁻¹), and white matter (τ̄_mean = 0.126 S m⁻¹). Virtual stimulation electrodes (σ = 0.1 S m⁻¹) with the cable connectors and conductive paste (σ = 1 S m⁻¹) were constructed to capture their actual physical size and were fitted to the scalp locations according to the 10-20 electrode placement system. The following montage was chosen to target the right posterior area (target stimulation condition): the central electrode at P4 versus the return electrodes at T8, C2, CP1, and Oz (each pulled 25% of the current). Mirrored, left hemisphere montage was introduced as an active control condition: the central electrode at P3 versus the return electrodes at T7, C1, CP2, and Oz. The electric field distributions were post-processed and visualized in Gmsh.

Potential side effects and blinding validity were assessed by standardized questionnaires at the end of each session [48]. The volunteer was asked to report the occurrence of phosphene and unwanted skin sensations on a scale from 0 (none) to 10 (excessive). No volunteer experienced phosphenes. The skin sensation reports indicated 1.52 ± 1.5 points (mean ± SD) for the target stimulation, 1.43 ± 1.3 points for the active control condition, and 1.56 ± 1.5 points for the placebo control condition, with no significant difference between the conditions (Kruskal-Wallis location test p = 0.94; Brown-Forsythe variance test p = 0.61).

Given the crossover study design, we used Spearman correlation to ensure that pseudo-randomization procedure suppressed possible session order effects. Spearman correlation between the performance in the long-term memory task and the session order is r = 0.12, p = 0.32; the correlation between the average performance in the short-term memory task and the session order is r = 0.02, p = 0.85.

The robustness of the statistically significant results was tested using leave-one-out cross-validation (LOOCV) procedure: We systematically left out each subject from a dataset and calculated the statistics in the subsample, which gave 25 iterations. The median statistical estimates across the iterations (p_LOOCV) are given in Results.

**EEG Analysis.** The data were analyzed in MATLAB with the FieldTrip toolbox [49]. Raw recordings were cut on the segments of memory encoding, filtered with an eighth order, forward-reverse Butterworth IIR filter between 0.2 and 45 Hz with an additional
DFT filter at 50 Hz, linearly detrended, and downsampled to 500 Hz. A semi-automatic routine for detecting noisy trials and channels based on the abnormal moments of EEG amplitude was then utilized (‘ft_rejectvisual’). An average of four trials per session were excluded, and six channels were marked as noisy and interpolated from the neighboring sensors. The data were re-referenced to the common average and cleaned of blinking artifacts using a independent component analysis (extended Infomax algorithm). On average, two components were excluded. Overall, 83 of the 1800 trials in the global dataset were excluded, and the median matrix rank decreased from 127 in the raw recordings to 118 in the pre-processed data.

First, we investigated the power differences between the conditions. The time series were normalized and epoched from the appearance of the memory item to 1 s after. Frequency transformation was performed by convolving the signal with the Slepian window function. We examined all frequencies from 1 Hz to 40 Hz with 1 Hz frequency resolution. Epochs that characterized the subsequently recognized (ENC\textsuperscript{HIT}) and forgotten (ENC\textsuperscript{MISS}) memory items were separately averaged within the subjects. They were further interrogated with the group-level, nonparametric, cluster-based permutation test (10,000 iterations, two-tails p < 0.05, and cluster level threshold p < 0.05).

Then, we applied linear spatial filtering to the data to increase the signal-to-noise ratio \cite{50}. Identified clusters of significant power differences between the conditions were used to design the filter parameters. Each filter corresponded to one single spatial and frequency cluster:

\[
F = \frac{1}{N} \times \left( \sum_{n=1}^{N} w_n \times s_n \right), \quad w_n = \frac{x_n^d}{\left( s_n^d / \sqrt{(k - 1)} \right)}
\]

Where F is the filtered signal, n is the sensor from 1 to N that belongs to the statistical cluster, w is the weight, S is the unfiltered signal, \(x_n^d\) is the average power difference between the conditions for a given frequency, \(s_n^d\) is the standard deviation of those differences, and k is the number of observations, i.e., subjects.

The single individual trials were then projected through two spatial filters (see Fig. 2A) and sorted into six categories depending on the subsequent memory effect (see Fig. 2C and subchapter “Memory Task”). Theta power was estimated per each trial by convolving the time series with the Slepian window function (frequency of interest: 4 Hz, spectral smoothing: 1 Hz), and was further interrogated on the presence of psychophysiological interactions (see subchapter “Psychophysiological Analysis”).

To analyze the effective connectivity between the clusters of interest, we used preprocessed and spatially filtered data. The time series were further downsampled to 200 Hz to ensure adequate time resolution for the autoregressive model. It was built with the Vieira-Morfo algorithm using unbiased covariance estimates (as implemented in the BioSig routine ‘mvnr’, AR order: 10). The spectrally resolved method from the Granger Causality family — Directed Transfer Function, was applied to reveal the presence and dominant direction of frequency-specific connectivity. The entire EEG spectrum (1–40 Hz) was analyzed. First, the presence of significant connectivity was examined with the nonparametric permutation test. The parameters of spatial filters (namely, sensor locations and weights) were randomly permuted 10,000 times to calculate the “dummy” distribution of DTF values. The confidence interval (99%) of this distribution was taken as the significance threshold and compared with the DTF values from the real data. Second, the dominant direction of the connectivity was examined employing a cluster-corrected Wilcoxon rank-sum test (two-tailed p < 0.05). The DTF values that described the opposing directions were compared per each frequency bin, and significant adjacent frequency bins were grouped into the frequency clusters. The cluster-level significance was controlled by the permutation test (10,000 iterations, two-tailed p < 0.05, FDR corrected for the number of frequency clusters). Both the statistically significant presence of connectivity and evidence for its dominant direction were required to reach a conclusion.

**MRI Analysis.** Raw DICOM images were converted into the NIfTI format with SPM. Geometric distortions in the echo planar images were estimated for every session by creating the field map with the FSL routine ‘topup’ and calculating on its basis the voxel displacement map in the FieldMap SPM toolbox. The remaining pre-processing, denoising, and data analysis was performed in the functional connectivity toolbox (CONN). The details of this framework are given elsewhere \cite{51}.

The preprocessing started with the realignment of the functional images to the first volume utilizing the rigid body spatial transformation, followed by the unwarping and distortion correction according to the voxel displacement map, and slice timing correction. ART-based outlier detection was then performed (the global signal z-value threshold was set to 3 and subject motion threshold — to 0.5 mm). Brain volumes were segmented into grey matter, white matter, and cerebrospinal fluid, and normalized to the MNI space. Functional images were smoothed with 8 mm full-width-at-half-maximum Gaussian kernel. Finally, all outliers were scrubbed, and the component-based noise correction was performed (the ‘aCompCor’ method). The motion parameters with their first-order temporal derivatives, the white matter and CSF related principal components (five each) were regressed out of the BOLD signal. Data were linearly detrended and bandpass-filtered from 0.008 to 0.1 Hz. Neuroanatomical regions of interest (ROI) were defined according to the Harvard-Oxford atlas (91 cortical and 14 subcortical ROI, covering the whole brain except the cerebellum and brainstem).

We investigated the generalized psychophysiological interactions (gPPI) with focus on the encoding events, which were sorted into two conditions: the subsequently recognized (ENC\textsuperscript{HIT}) and forgotten (ENC\textsuperscript{MISS}) items. Given the nature of the long-term memory task, six ROI were taken as the connectivity seeds: left and right hippocampus, and left and right anterior and posterior parahippocampal gyri. Seed-to-ROI analyses was performed to estimate the joint effect of both conditions (F-test). The general linear model was implemented to examine the statistical significance (two-tails p < 0.05, FDR corrected for the number of seed-to-ROI links). F-statistics, beta regression coefficients, and corrected p-values are reported in the results section.

In the post hoc test, the single connectivity seed was placed in the right angular gyrus, while all other settings were the same as above.

**Psychophysiological Analysis: EEG.** The relationships between the single trial theta power during the memory encoding (in power units) from one side and subsequent memory effect (six categories) or subsequent decision time (in seconds) from the other side were interrogated with the generalized linear model. The single trial theta power was estimated separately for each significant cluster (see subchapter “EEG Analysis”), which gave one predictor variable per cluster. F-statistics, degrees of freedom, and p values are reported in the results section. In addition, the monotonic correlation between the subsequent decision time and the single trial theta power during the memory encoding was estimated as the Spearman coefficient. To determine whether the short-term recognition predicted the subsequent memory effect, we used the linear regression function.

The agreement of theta power distributions with the single-process or dual-process memory models was interrogated with
linear regression analysis. For that, the median power values, which were calculated per category of the subsequent memory effect, were loaded into the linear model in two different orders. The single-process model predicts that the single-trial theta power should be distributed linearly across the six categories from the highest values for subsequent confident recognitions to the lowest values for the unconfident mistakes as following: ‘very confident correct choice’ > ‘less confident correct choice’ > ‘unconfident correct choice’ > ‘unconfident wrong choice’ > ‘more confident wrong choice’ > ‘very confident wrong choice’. On the contrary, the dual-process model assumes that the confidence and correctness are different dimensions, thus, ‘correct choice’ > ‘wrong choice’ and ‘very confident choice’ > ‘less confident choice’ > ‘unconfident choice’. These relations would result in a V-shaped distribution of theta power, with the highest power allocated for high confidence hits, high theta power for high confidence misses and the lowest power for low confidence recognition categories and particularly for low confidence misses. The model fitting was done with the ordinary least squares method. T-statistics for the slope parameters, degrees of freedom, p values, and adjusted R^2 are reported in the result section.

**Psychophysiological Analysis: Brain Stimulation.** The impact of brain stimulation during memory encoding was tested using the generalized linear mixed-effect model (GLMM), specified as following: ‘response variable ~ 1 + stimulation condition + (1 | participant id)’. Raw performance and confidence during the long-term recognition task, and performance in the short-term recognition task were used as the response variables (in three separate models, respectively), while the stimulation condition was used as the fixed effect variable. The participant id was coded as the random effect variable to factor for the interindividual differences. F-statistics, degrees of freedom, and p values regarding the fixed effect factor are reported in the result section. *Post hoc*, when GLMM demonstrated significant effect, the nonparametric Wilcoxon signed-rank test (two-tailed p < 0.05) was used for pairwise comparisons between the stimulation conditions. The effect sizes for every significant comparison are given in Hedges’ g with 90% confidence intervals. Hedges’ g is a robust, unbiased version of Cohen’s d estimator, which can be interpreted in the same way.

The dual-process signal detection model (DPSD) was implemented to estimate the strength of familiarity and recollection of the memory items during the long-term recognition task. Details of the model are given elsewhere [28]. In short, the model assumes that two different processes support recognition of the stimulus: precise recollection of items in full detail from the memory (mathematically described as a high threshold model with recollection of oldness (RO) as a free parameter) and, when recollection is not achieved, the familiarity assessment (a signal detection model with the mean of familiarity (dF) as a free parameter and variance of familiarity as a constrained parameter). The constrained DPSD model predicts the cumulative proportion of old and new items in each rating bin (Bi represents a volunteer’s choice in the task) with the decision boundaries in-between (ck) by fitting the following formulations into the data with the maximum likelihood method:

\[
\begin{align*}
\Pr(B_i|\text{Old}) &= RO + (1 - RO)\Phi(ck - df_i, 1) \\
\Pr(B_i|\text{New}) &= \Phi(ck, 1)
\end{align*}
\]

Where Φ denotes the Gaussian cumulative distribution function [mean, standard deviation]. The model parameters (familiarity and recollection) were compared between the stimulation conditions with the nonparametric Wilcoxon signed-rank test (two-tailed p ≤ 0.05). Where appropriate, the effect sizes are given as Hedges’ g with 90% confidence intervals.

**Results**

We first studied the neural characteristics of the subsequent long-term memory effect by electroencephalography (EEG) and functional magnetic resonance imaging (fMRI). In two separate experiments, participants performed the multi-stage memory paradigm that encompassed encoding and short-term recognition, maintenance, and long-term recognition tasks (Fig. 1).

In the EEG experiment, two significant clusters of difference between the encoding of subsequently recognized vs. missed items emerged from the full range (1–40 Hz), nonparametric, cluster-corrected permutation test between the categories (Fig. 2A, p_ensemble ≤ 0.05 and p_cluster ≤ 0.05). The clusters are localized in the right posterior (T_peak(19) = 4.63) and the mid/left frontal regions (T_peak(19) = 3.62) with frequencies in the low theta to high delta range (4 ± 1 Hz). The full EEG spectrum can be seen in the Supplementary material (Fig. S1). Low theta frequency (4 Hz) entered the tACS experiment as the targeted stimulation frequency.

Next, we examined the single-trial low theta (θ) power relative to the six behavioral categories of subsequent recognition success (hit or miss) and confidence levels (definitely > probably > maybe).

![Fig. 1. General procedure and behavioral paradigm.](image)
The decision time during face recognition (i) is affected by short-term frequencies (namely, 3, 5, 6, and 7 Hz). At the same time, the analysis showed no link of short-term memory performance to single-trial theta activity in the clusters of interest (Right posterior: $F_{1,1702} = 2.58$, $p = 0.11$; Frontal: $F_{1,1702} = 0.02$, $p = 0.88$). We also observed no linear relationships between the short-term and long-term memory performances (1787 trials, $R^2_{adj} = 3.1 \times 10^{-4}$, $p = 0.21$), which indicates their functional independence. Thus, the single-trial theta power in the right posterior region is crucial for encoding long-term memories, but it does not affect short-term recognition memory.

The distribution of single-trial low theta power during the encoding along six categories of subsequent behavior demonstrates a statistical pattern. The low theta power monotonically decreases from higher to lower confidence categories of subsequent decisions and, independently, it is higher for the subsequent recognition than for miss (Fig. 2C and D). This distribution supports the dual-process model of recognition memory (fit into the data: $R^2_{adj} = 0.96$, $p = 4.6 \times 10^{-4}$) over the single-process model ($R^2_{adj} = 0.43$, $p = 0.09$), the latter of which would expect a continuous monotonic function along all six categories.

Finally, we interrogated the causality between the right posterior and frontal activity after spatial filtering employing the frequency-resolved Granger Causality [52]. Nonparametric, cluster-corrected permutation tests ($p_{frequency} < 0.05$ and $p_{cluster} < 0.05$) indicate a (i) significant transfer of information between the two areas during the memory encoding, (ii) posterior-to-frontal direction of the information flow that appeared in the delta-theta (1–6 Hz) and beta (15–25 Hz) bands, and (iii) diminishing information flow in the delta-theta band during the memory encoding of subsequently forgotten faces (Fig. 2B). Noteworthy, the beta band connectivity remains active during the encoding of all stimuli, subsequently remembered and forgotten, possibly reflecting attention or general sensory processing [15] rather than successful long-term binding of the memory engram. All these findings support the role of right-sided posterior parietal theta activity in forming long-term memories.

In the fMRI experiment, we implemented a generalized psychophysiological interactions analysis [53] with a priori connectivity seeds in para-hippocampal regions, which is a crucial hub in memory formation [54,55]. The analysis of encoding epochs revealed the network of brain regions whose association covaries with subsequent recognition (Fig. 2E and Table S1). Activity in the right angular gyrus shows the highest explained variance ($\beta = 1.21$, $F_{1,2.83} = 29.84$, $p_{FDR} = 0.003$) followed by the activity in the occipital and temporal cortices ($0.01 < p_{FDR} < 0.05$). To support the relevance of the right angular gyrus for long-term memory formation, we performed a post hoc analysis with the connectivity seed placed there (Table S2). The two most connected regions are the left anterior parahippocampal gyrus and the left hippocampus (both $p_{FDR} = 0.001$). Thus, concordant with the EEG experiment, fMRI indicated that the right angular gyrus was the crucial neocortical hub of long-term face encoding. Furthermore, the results of the EEG and fMRI experiments are in agreement with previous neuroimaging and electrophysiological studies, which highlight the broad brain networks that are involved in the encoding of long-term facial memories including the prefrontal, medial-temporal, inferior temporal and parietal regions [20,56–58].

In the final, brain stimulation experiment, we fused the frequency information from the EEG and the spatial information from the fMRI experiments into a model-driven tACS protocol (4 Hz, 3 mA p-to-p, 4x4 electrode montage). We targeted the right posterior neocortex (target stimulation), the left posterior neocortex (active control), or delivered sham stimulation either to the left or the right posterior neocortex (placebo control) during the encoding and short-term memory task.

The realistic model of the electric field estimated consistent values above 0.4 V m$^{-1}$ and up to 0.8 V m$^{-1}$ in the posterior parietal
neocortex for both target and control stimulations (Fig. 3A). Oscillating electric fields at 0.3 V m$^{-1}$ or higher can induce immediate electrophysiological effects, e.g., modulate spike timing activity of single neurons [39,41]. None of our participants reported experiencing phosphenes during stimulation, but they did report a mild to moderate degree of transient skin sensations, which did not differ across the stimulation conditions (nonparametric ANOVA $p = 0.99$, more details in Methods).

The stimulation experiment confirmed the model-driven prediction about the mnemonic role of right posterior theta rhythm in long-term memory formation. Stimulation during the encoding affected long-term $(F_{2,13497} = 4.73, p = 0.009)$, but not short-term recognition performance $(F_{2,6704} = 0.96, p = 0.41)$ according to the generalized linear mixed effect model (GLMM; ‘memory performance ~ 1 + stimulation condition + (1 | participant)’). The stimulation effect was further interrogated using post hoc nonparametric two-tailed tests. Compared to placebo stimulation, target stimulation significantly improved the overall subsequent long-term memory effect $(F_{2,13497} = 4.73, p = 0.032, \text{LOOCV} = 0.028$, effect size Hedges’ $g$ with 90% CI $= 0.34 [0.08 0.59]$). No significant effects were observed for the active control condition relative to placebo $(p = 0.48)$. Individual performance data are given in the Supplementary material (Fig. S3). In addition, the stimulation had no effect on the decision confidence itself, irrespective of the correctness $(F_{2,13497} = 1.73, p = 0.18)$.

To gain a detailed view of the familiarity and recollection processes, we performed computational modeling of the long-term recognition using the dual-process signal detection framework [25,28]. Target stimulation over the right posterior cortex improved familiarity of the memorized items both relative to the sham stimulation $(p = 0.032, \text{LOOCV} = 0.043, \text{Hedges’ } g = 0.41 [0.05 0.77])$ and to the active control condition $(F_{2,13497} = 0.04, \text{LOOCV} = 0.043, \text{Hedges’ } g = 0.41 [0.08 0.75])$. Recollection remained unaffected by the target stimulation $(F_{2,13497} = 0.69, p = 0.69)$. The active control stimulation did not differ significantly from placebo in any parameter (familiarity: $p = 0.8$, recollection: $p = 0.09$).

**Discussion**

In three consecutive experiments using converging approaches, we showed that: (1) the right posterior parietal cortex is crucial for long-term memory encoding; (2) low theta oscillations in this node reflect encoding activity on the single-trial level; (3) model-driven stimulation of the right posterior cortex during encoding improves subsequent familiarity but not recollection.

Our EEG and fMRI results both indicated that the right posterior parietal brain area is an essential node for encoding long-term memory. Furthermore, the model-driven tACS results showed that the electrical stimulation of the right but not the left posterior brain region during encoding improved subsequent recognition by particularly enhancing the familiarity process. Mechanistically, we suppose that the alternating current facilitated the synchronization in the parietal neuronal population [39,41] and dependent neural communications [16,59]. The increased degree of neural synchrony likely improved feature binding during encoding and made the stimulus more familiar at the next encounter. From a physiological perspective, the temporal context theory of recognition memory suggests that when an episode is recalled, it requires the reinstatement of the neural context at the time of memory encoding [60]. This reinstatement is called the neural contiguity effect, recently observed in the human medial-temporal lobe for strong recollection [61]. However, if not remembered, an opposing neural
process takes place in the same anatomical structure, which is called the anti-contiguity effect [61]. If only the memory episode is recovered without its details, the neuronal dissimilarity between encoding and recognition increases. Because in our experiment, the model-driven tACS did not influence the high confidence recollections, it is unlikely that the behavioral improvement is due to directly facilitating the future neural contiguity effect. That might require stimulating the medial-temporal lobe responsible for high confidence recollection memory storage [62,63], but this is hardly feasible using the current non-invasive technologies. Instead, we conclude that the parietal stimulation increased item familiarity by rescuing memories from future anti-contiguity effects. These neural contiguity-like effects should also involve the whole memory-encoding network, including the neocortical right parietal lobe, which can be targeted by model-driven tACS in humans. At the same time, our behavioral findings might have been either caused by directly affecting the neural activity in the posterior brain area including the parietal cortex or by indirectly affecting the medial-temporal lobe via the cortical–hippocampal brain network [5]. Nevertheless, both scenarios are in line with the hypothesis that the parietal cortex is part of the encoding network, which represents the mnemonic information [21]. These findings challenge the “attention-to-memory” model, which assigns a content-independent, top-down role to the parietal cortex for memory recognition [19,20].

Here we demonstrated that the improvement in long-term memory encoding induced by the parietal tACS is selectively driven by the subsequent familiarity process. This pattern of results supports the dual-process view [24,25] on familiarity and recollection. The present findings show that target stimulation helped to distinguish the previously presented from the unseen stimuli (faces). At the same time, target stimulation did not change the recollection process or decision confidence; hence, we argue that the cognitive or behavioral strategy remains the same. It is reasonable to conclude that parietal theta rhythm facilitates the processing of the memory information without playing a significant role in the formation of holistic memory engrams (i.e., engrams with fine episodic details) [31] and metacognition of memory [64], which are probably the prerogative of the hippocampal [31] and frontal networks [64], respectively.

Regarding alternative explanations for our results, one could argue that the model-driven brain stimulation affects long-term but not short-term memory because the latter task requires less cognitive effort. Following such an argument, it implies that the stimulation should be more effective for six-span than for four-span short-term memory blocks, as the former are more challenging. However, this is not the case (Fig. 54), even despite the equivalent level of performance in the six-span short-term memory task as in the long-term memory task (≈70–80%). Another potential argument is that the target stimulation during the encoding phase improves the general attention or arousal rather than mnemonic processes, which as well affects subsequent long-term recognition performance. However, enhanced attention should also affect at least the higher span short-term memory blocks, which again was not the case. Moreover, we found no statistical association between the subsequent recognition of the faces and monetary values presented together during the same encoding trials (correlation ϕ = −0.006, p = 0.64). The latter also argues against a possible improvement of association learning per se. Thus, we attribute the behavioral improvement during the target stimulation to the specific augmentation of long-term mnemonic processes.

The present findings raise several questions for the future. Although this study explicitly assesses the long-term memory using the face stimuli, it is plausible that the effects extend to a broader domain of long-term memory. Future research into the selectivity of the right parietal tACS effects for different tasks and stimuli (e.g., visual-spatial tasks) will establish the full scope of the practical value of proposed stimulation. It should be noted that the present focus on the theta rhythm during the memory encoding is based on the EEG experiment, as in the subsequent tACS study we controlled the anatomical but not frequency specificity. Follow-up work with a range of stimulation frequencies, including neighboring faster and slower frequencies [65], could generate additional insights. Another important advance would be to obtain direct electrophysiological recordings during stimulation. While fundamental in vitro studies of the tACS mechanisms provide the working understanding of how transcranial electric current reaches the brain [66,67] and affect neurons [33,39], immediate recordings during the memory task could reveal important nuances. The non-invasive methods for such recordings are currently under active development and discussion [68–71], however invasive experiments could be necessary. It is noteworthy that in this study we demonstrated memory improvement in healthy adults. The same interventions in people with memory decline could show greater benefits [72]. Finally, further exploration of dose regimes and multi-session stimulation might lead to an increase in effect size and bring model-driven tACS into the clinical practice.

In summary, using EEG, fMRI, and model-driven tACS, we found that the right posterior parietal region plays a larger, causal role in long-term memory encoding than hitherto assumed. Model-driven tACS in the right posterior region augmented long-term memory performance by particularly enhancing the familiarity process. These findings provide novel support for the “reinstatement model” and the dual-process view of human encoding and recognition. In the clinical context, model-driven tACS has the promise to rescue memory encoding in patients with memory deficits, which calls for further investigation.
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